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I. MVU ESTIMATOR
A. Question 1

We are using estimator
N
1 2
= an 2 (el
=1

where a and b are constants. In addition we know that £ [z[zﬂ = 3 (0 — 2). Determine a and b so that

6 is unbiased estimator of 6.
Answer:

E0] = 5 SB[ +b] = X (30— 2)+1)

i=1 =1

N
— LN Z (36 6 + b) 30 a6+b

It is obvious that the solution is a = 3 and b = 6.

B. Question 2

Suppose we have random observations given by
Y[kl=0+WI[k|,k=0,--- ,N—1

where each Wk| is independent and identically distributed Gaussian random variable with mean 0 and
variance 65, so that W k] ~ N (0, 6,). Note that both ¢, and #; > 0 are unknown. This is called a vector
estimation problem.

We known an unbiased estimator for 6;: the sample mean 6, = % >~ Y'[k]. This estimator is still valid

in this case because the sample mean does not depend on any unknown parameters.
How about this estimator for 0s:

by = %NZ (Y[k] . él)Q

k=0
Is this estimator unbiased?
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o (NP=2N+ 1+ (N=1) =% (N? = N) =0, (1 - §) = 62 (°F)
Therefore, the estimator is biased. Note that we can “correct” the bias by using instead:

N-1

(Y[k;] - él)z

C. Question 3

Find an unbiased estimator for the unknown scalar parameter # given independent and identically
distributed observations Y[k, k = 0, --- , N—1. Each observation follows the uniform distribution between
—0 and 0, ie., Y [k] ~ U (—0,0).

Answer: Let us make a new random variable Z[k| = |Y'[k]|. Note that Z [k] ~ U (0, #). Therefore,

N-1
1 0
F|— Zk]| ==
2
k=0
Then an unbiased estimator for § would be
N-1
A 2
0= — Y|k
=3 vl



We can confirm that

D. Question 4

Suppose you have an unknown scalar parameter 6 and get two independent and identically distributed
observations Y'[0] and Y[1] with the observation model

Y [k] ~ U (0,0)
for £ =0 and k = 1. Consider the following two estimators:

O =Y [0]+ Y [1]
0, = 3 max (Y [0],Y [1])

where the function max outputs the larger of the two inputs. Are both estimators unbiased? Hint: the
distribution of Z = max (Y [0],Y [1]) is

2—5 0<z<40
0 otherwise

Which estimator is better? Explain.
Answer:

So both estimators are unbiased, to find out which is better we need to compute variances (as both are

unbiased). ) ) )
0 0 0

Var [0,] = Var[y [0)) + Var[y 1]} = 5+ 35 = 5

=
=
[
>
|°~_|
Il

%Var max (Y [0],Y [1])]

6 0
o (g"g_(z - ge)%zz) 'y (Of (27— 3622 1 4g22) dz)

Therefore, estimator 6, is better since it has lower variance.

E. Question 5

Consider the data X[k], & = 0,1,---,N — 1, where each sample is independent and identically
distributed as U (0, #) (uniform distribution between 0 and ). Find unbiased estimator for 6.



Answer: Mean of each sample is

g N-1
0=— X
> X[
k=0
We can confirm this by
. N—1 N—1
Ef]=2Y BXK=2% 4
. k=0 k=0
=n2 =0
F. Question 6
The data
X[k], k=0,1

are observed where each sample is independent and identically distributed as N (0,0%). We wish to
estimate the variance o2 with

~ 1
* =3 [X[0)* + X[1]?]
The estimator is unbiased. Find its probability density function. Hint: study about chi-squared distribution

and multiplication of a random variable with a constant.

Answer: R ) )
7= [ ] 2y )
FOC2) =3¢ 2>0
NG :{ 21,5 — 1B G2
0 otherwise

G. Question 7
Consider the observations

Xn|=A+Wn],n=0,1,--- ,N—1

where A is the unknown parameter to be estimated and 1/ [n] is additive white gaussian noise with variance
0. A reasonable unbiased estimator for A is the sample mean:

A 1N—l

Suppose we want to estimate § = A2, Is

unbiased?



Answer: We remember that

Therefore,

And when k # n
’ E X [n] X[k]] = E[(A+ W(n]) (A+ WIk])]
= E[A%2 + AW[k] + W[n]A + Wn]W|[k]] = A?

We get that
. N—1N-1 N1 2
Bli] =Y S BIX )X (K] = 5 (z B [X[nf] +N(N_1>A2)
n=0 k=0 =
L (0> + AN+ N(N—1)A%) = A2+ &
Also, easier way,

B[] =B [42] = var [4] + B[] = T 4

As N — oo, the estimator § becomes (asymptotically) unbiased.

H. Question 8

The data
X[k], k=0,1,--- ,N—1

are observed where each sample is independent and identically distributed as N (0,02%). We wish to
estimate the variance o? with Ny
—~ 1 )
2 =
0% =+ ZO X|n]

Notice that mean is known to be zero (it does not need to be estimated). Is this an unbiased estimator?
Also find the variance of o2.
Answer: Let us remember that
Var [X [n]] = FE [X[nﬂ — E[X [n]]2
E [X[n)’] = Var [X [n]] + E[X [n]]?

Therefore,
E[X[n)] =0
and we get
R = , | N ) )
E[O’Q] —NHZ:OE[X[TL] ] :anoa =0

Therefore, the estimator is unbiased. For the variance, we first note by using properties of moments of
Gaussian random variables (with zero-mean as here):

Var [X[n]*] = E [X[n]'] - E[X[nﬂ2 = 30" — o' = 20"
51 1 1 &= 204N 20
Var [02} =¥z HZ:O Var [X =Nz 201 = -

=0
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II. CRLB
A. Question 1
The data
zn] = 2A + w(n]

forn=0,1,---, N — 1 is observed where w|n] is zero-mean white Gaussian noise with variance o. We
want to estimate unknown parameter A based on the observations z[n].

1) Find the CRLB for A
2) Find the efficient estimator and verity that it is unbiased and reaches the CRLB.
Answer: By using the theory of signal in white Gaussian noise:

o? o? o?
N-1 2 N-1 AN
(24
> (%) (2)°
n=0 n=0
By using the standard approach:
L Nl )
p(X) = Gt e (<5 X (el - 247°)
=0 N-1
logp (X) = —F log (270?%) — 5L > (z[n] — 24)
N-1
Jlog p(X
S =5 L (] - 24)
d?logp(X) _ZJG
94z T T o2
CRLB = 7%
To get efficient estimator, we use the first derivative:
N-1 N-1 N-1
QgpX) — 2 5™ (z[n] —24) = 2 3 z[n] + 2 3 —24
n=0 n=0 n=0
— 4 % olnl - 4 =4 (& 3 alil - 4)
o2 = o2 T o2 2N =

B =,
n=0
Let us check it is unbiased:
N—1 N-1
~ 1 1 2AN
E[A]z— E — - N2y
on 2 Blrlnll =55 2, 2N

Let us check it reaches the CRLB:

A 1 «— 1 N
Var [A] :WZOVar[x[n]]:WZUQZ%:z—N



B. Question 2
Radar measurements typically obey the Rayleigh-distribution

p(Zi];a) = Z—MeXp <_Zm )

a2 202
where Z[i] > 0. Let us assume that we are given IV statistically independent measurements Z[1], Z[2], - - - , Z[N].
From the Cramer-Rao lower bound for an estimator of a. We know that
E [Z[i]] = 202
Answer:
N N
1 ZIi - 3 24P
p = sv— €XP ZEaQ
N
N » > Z[i?
logp(Z) =3 _log (Z]i]) — 2Nlog (a) — S5
- S 702
Blogg(Z) _ % n izlasz
S 703
9*logp(Z) _ 2N 3221
Oa? a2 al
> E[Z1i’]
B2 = 2 38— =W el = 2
a2
OREB =~ somgp = i

C. Question 3

If the data X[n|, for n = 0,1,--- ;N — 1 are independent and identically distributed with uniform
distribution U[0, 0], show that the regularity condition does not hold such as:

dlogp (X;0)
P

Hence the CRLB can not be applied to this problem.
Answer:

}7&0, for 0 > 0

A 0< X[n] <6,vn
. _ oON = =~ UV,
p(X;0) = 0 otherwise
logp (X;6) = —Nlogb

Ologp(X;0) -N

00 0

Ologp(X;0) | _ —N
¢ [l - 3 40

D. Question 4
The data
x[n] = Ar"™ + wn)

forn =10,1,2,...N — 1 are observed, where w[n| is WGN with variance ¢ and r > 0 is known.

1) Write the log-likelihood function for the observed vector X.
2) Derive the CRLB for the parameter A by using the theory of signals in WGN.
3) Derive the MVU estimator for A.



Answer: (a)

- (m[n]—Ar"+4)2

p(X) - (27|—0—§)N/2 eXp =0

logp (X) = -5 log (270?) — 2=

202
(b)
o2 o? o?
CRLB = &= aArn+4 — N-1 ,  N-1
Z ( ) T () T p2ntd)
n=0 n=0

Using standard approach we also get the same answer:

N-1 5
N ) 20 (:t[n]—Ar"+4)

logp (X) = —5 log (2m0®) — ==
N

202
—1

N-1 N-1
Ologp(X) _ 1 4 4 1 4 1 4
aA()—F (z[n] = Arm+h)rmtt = [n]r™* JZAWF)
n=0 n=0 n=0
N—-1
Plogp(X) _ 1 r2(n+4)
0A2 - o2
) n=0
CRLB = —©
Z r2(n+4)
n=0
(©)
Dlogp(X) N-1 N-1
Ogi Lz Z x[ ] n+4 _ Z ArQ<k+4)
n=0 k=0
N—-1 N—-1
Z r2(k+4) Z :E[n]rn+4
k=0 n=0
== — A
Z r2(k+4)
Therefore, MVU estimator is
N-1
x[n]rn+4
1 n=0
A= N—-1
72(k+4)
k=0

III. LINEAR MODELS AND BEST LINEAR UNBIASED ESTIMATORS
A. Question 1

We wish to estimate the amplitudes of exponentials in noise. The observed data are

P
:ZAir?—l—w[n], n=01---N—-1

where w(n] is white Gaussian noise with variance o2. Find MVU estimator of the amplitudes and also
their covariance. Next, evaluate your results for the case when p =2, r; =1, r, = —1, and N is even.



Answer:

6" =[ A A, ]
1 1 1
r r T
H— 1 :2 P
T{V ! Tév_l 7’]]3\7*1
x = [ z[0] z[1] [N —1 |
§=(H'H) 'H'x
C;=o?(H™H) ™
For the second part of the question:
0" = A A ]
1 1 1 1
T1 T2 1 -1
H: . pum
r{vfl révfl 1 -1
r 1 - 1
T _
H _{1 -1 - —1}
N O
T — —
H'H [ 0 N} = NI
) T iy T LT 1 1 1
9:(HH) H'x=tH x=+ 1 1 |
N-1
v 2 zn]
— =0
e .
& T ()l
Cy=0o*(NI)' =21

B. Question 2

We observe two samples of a DC level in correlated Gaussian noise
z[0] = A+ wl0]
z[l] = A+ w[l]

where w = [w[0] w[1]]T is zero mean with covariance matrix.

The parameter p is the correlation coefficient between w[0] and w[1]. Find the MVU estimator of A and
its variance. Does the estimator depend on p?

Note:

In this case, it can be described as x = [z[0] x[1]]T where z[n] is not a vector but this is also different
from a DC level in AWGN since the noise w[n] for n = 0, 1 are correlated with the correlation coefficient
p.

If the signal S(#) of x = S(#) + w is in a linear form such as S(f#) = Hf + b, we can calculate the
CRLB by using the general linear model equations.
Linear Model: A
= H'C'H)'H'C'(x—-b)

Cy=H'C'H)™!
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Answer: The MVU estimator is (matrix calculations omitted, can be done by hand or with MATLAB)
R 1
A=H'C'H)'H'C 'x = 3 (z[0] + =[1])

which is seen not to depend on p.
The variance of the estimator is

p 1
Var (A) =H'CH) ! = 02%
which strongly depends on p. When p = —1, the variance is zero because the noise terms cancel out.

When p = 1, the variance is o2, which is the same variance as with one sample only (the second sample
does not help at all due to the same noise value, i.e., w[0] = w[1]).

C. Question 3

Write the observation matrix H for the linear model for this model x[n] = 0, +0yn+603n%, n = 1,2, 3, 4.
Here 01, 05, 05 are the unknown parameters to be estimated and n is the time index. Write also the 6 vector
for the linear model.

Answer: The observation matrix is:

1 1 1
1 2 4
H=1,3 9
1 4 16
and the 6 vector is
th
0: 92
05

D. Question 4
The observed samples {x[0], z[1], ..., [N — 1]} are LLD according to the following PDFs:

1) Laplacian .
plafnl; ) = el i)

2) Gaussian
el p) = el 2007

V2r

Find the BLUE of the mean p in both cases. What can you say about the MVU estimator for p?
Answer: Let us collect the observed samples into a vector X:

ac[N:— 1]

(a) From properties of Laplacian PDFs (or by calculating the mean and variance by integration), we
know that mean of the each x[n] is x and the variance of each xz[n] is 2.
Therefore, we have the model

X=pul+W
where E[W] =0 and E[WWT] = Var(w[n])I = 2L
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We can express the BLUE estimator of p as:

STOX MTX a4t eV 1] 2"

PPLUE = GTeig 71 T Dot L d. ot iy, N
Therefore, the BLUE estimator of p for Laplacian distributed observations is:
| Nl )
ABLUE = ¥ nz_o x[n| =X

The BLUE estimator is not the MVU estimator since the distribution here is Laplacian, not Gaussian.

(b) For the Gaussian distribution, mean of each sample z[n] is still 4 but the variance of each samples
is now 1.

Therefore, we have the model

X=pul+W

where E[W] =0 and E[]WWT'] = Var(w[n])I = 1.
Therefore, the BLUE estimator of i for Gaussian distributed observations is:

—1

STCTIX 17X al0) +all] +... 4[N 1] 2. z[n]

n=0

UBLUE = STO-19 171 lo+1L+... 4+ 1y N

This is exactly the same estimator as for the Laplacian distribution. Actually, no matter what constant
values Var(w[n|) is, the BLUE estimator will be exactly the same. For the Gaussian case, the BLUE
estimator is the MVU estimator since the z[n] distribution is Gaussian

IV. MAXIMUM LIKELIHOOD ESTIMATION
A. Question 1

We observed IID samples {z[0], z[1], ..., z[N — 1]} with PDF

e_o‘ |$[n]|)7 x>0

plalnl: ) = { § >0

Find the MLE of the unknown parameter .
Answer:

N-—-1
N XS felnl
p(X;A) =(3) e =

logp (X:) = Nlog (3) =X 3 [sla]

N-1
dlog p(X;A
A =3 - X el
N N "
3= 2 el =0
n=0
A=Y

N-—-1
> |z[n]|
n=0
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B. Question 2

The probability mass function for one observation = (a non-negative integer) is

p(x;0) = %(1 - %)x

We want to estimate unknown parameter 6 (which is greater than 1) based on one observation x. Find
the MLE.

Answer:

10) = —log (0) + zlog (1 — %)

dlogp(z0) 1 6 1 _ (-1 1

ga%(e )— — Tl = Tae—ny T Tap-n
o —1 1 _ 0—1—x
= a1 + T = ~oe-n
I — O

9(0-1)
0=x2-+1

C. Question 3

The probability density function of the observed samples is

sy = { OGO o)

where n = 0,1,--- , N — 1. The samples are independent. We want to estimate 6.
1) Find the CRLB.

2) Is there an unbiased estimator that reaches the CRLB?
3) Find the MLE.

Answer: Let us first find the CRLB:

0
N—
log p(X;6) = Nlog (0) — 0 [n]
n=0
N-1
dlo ;0
lggéX ) _ % _ _Ox[n]
0% logp(X;0) N "
0er T 6
CRLB = &

Then lets check does there exist an efficient estimator. There is, if we can write the derivatitave in this

form:
dlog p(X; 0)

a0 :[(9)@_9)

N-1 > z[n]
Jlogp(X;0) 1 Z e N
w0 (N—anox[n]> 0 Nilx[n] -

But /(6) cannot be function of x! Therefore, there does not exist an efficient estimator.



Next, let us find the MLE by setting the first derivate to zero and solving:

N-1
Ologp(X;0) _ N .T[Tl]
a0 ) 0
n—=
N N-—1
= — z[n] =0
0
. n=0
_ N
0 ~ N-1
z[n]
n=0

D. Question 4

Derive the MLE for unknown parameter 6 based on independent measurements x[1], z[2],- - -

which follow the uniform distribution with range (0,6) [the values range from 0 to 6].

Answer:
0<zn <46

1
-0 — 0
p(z[n];6) = { 0 otherwise
& 0<zx[n] <6,vn
. _ QN — Py 9
p(X;0) = { 0 otherwise

This is the maximized by minimizing 6. But there is limit how small we can make 6 since

0 > x[nl],¥n

0 > max (X)
Therefore, the MLE is .

6 = max (X)
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