Introduction to Optimization

Final exam 22.10.2015

1. The gradient and the Hessian matrix for f(x) = e=#17%2 4+ 22 4 23 are
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The Hessian matrix is positive definite for every & € R?, and therefore f is strictly convex. The Newton

iterations are: 1
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The starting point is z(?) = {8] . Next iteration is
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Moreover,

2. The function is quadratic since

fl) = %wTA‘” —b'z, where A = [ i _2} and b' = [-2 —3].
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Starting the conjugate gradient method from the initial point z(®) = [0 0]T, we obtain r(®) = dy = [_2},

Bo =0, ag = 13/a4 and
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Next, f1 = 552, d1 = 553 {_ } a1 = =57 and

Thus, ) is the optimal solution.

3. From the KKT-conditions we obtain

exlimz —+ Ul e””l — Uz = 0,
—e"1TT2 oy e™? = 0,

up (e 4+ %2 —20) = 0,
U221 = 0,

U, U2 Z 0.

The conditions are satisfied when u; # 0 and ug # 0 (all other possibilities lead to contradiction). Since

ug # 0, we must have x; = 0 and €”* + €2 — 20 = 0. Thus, e*> = 19 and therefore zo = In19. Moreover,
=L and — 20

U1 = g1 and U2 = 347~

4. The Lagrangian is
L(z,u) = x% + 1279 + x% —x1 — 2z +ur(zy — 1) Fua(—21 — 1) +ug(z2 — 1) + ug(—z2 — 1).

The gradient is
. 201 +x9 — 14+ up — us
VL@ u) = 1+ 2290 — 1+ us —uy

and setting the gradient to zero and solving z; and x5 with respect to u’s, one obtain

1 1
T = §<1 — 2uy + 2us + ug — uq) and xo = g(l +uyp — ug — 2u3 + 2uy).



Substituting these to the Lagrangian we obtain the dual function

Gu) = —(1/3)u2 + (2/3)usuys + (1/3)usus — (1/3)usus — (1/3)us — (1/3)ugus + (1/3)ugus
— (1/3)u? + (2/3)ugug — (1/3)u3 — 1/3 — (2/3)us — (2/3)u1 — (4/3)ug — (4/3)us.
The roots of the gradient of the dual function do not exist, and therefore the global solution xo,: = [%, %]T
is the solution.



